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Introduction

Today's main paper

The assigned paper for today is:

“Minimum Wages and Employment: A Case
Study of the Fast-Food Industry in New Jersey
and Pennsylvania”

David Card and Alan Krueger

American Economic Review (1994)
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e How did the minimum wage increase from ($4.25 to $5.05) in
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Introduction

What is the general topic that Card and Krueger are interested in?

e Card and Krueger are interested in the effect of minimum
wages on employment.

What is the specific research question addressed in this analysis?

e How did the minimum wage increase from ($4.25 to $5.05) in
New Jersey during 1992 affect employment in fast-food
restaurants.

What data is used for this research?

e Interview data from 410 fast-food restaurants across two
waves (time periods).

Empirical Economics
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Empirical Strategy

Source of 'ldentification’
What are the basic features of Card and Krueger’s dataset that

they claim allows them to estimate the effect of the minimum
wage increase on employment
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Card and Krueger (AER, 1993) (RESTAT, 2011)

Source of 'ldentification’

What are the basic features of Card and Krueger’s dataset that
they claim allows them to estimate the effect of the minimum
wage increase on employment

1 Using the difference-in-difference strategy, they are able to
control for anything fixed within New Jersey and Eastern
Pennsylvania or that varies in common across the period of
change.

2 Card and Krueger claim that because New Jersey is small and
it's economy is closely related to eastern Pennsylvania, the
only significant thing affecting the difference in outcomes for
fast food workers between New Jersey and Pennsylvania is the
minimum wage law
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Source of 'ldentification’ ctd

Why do Card and Krueger use the fast food industry in particular?
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Empirical Strategy

Source of 'ldentification’ ctd

Why do Card and Krueger use the fast food industry in particular?

e Card and Krueger claims that the fast food industry is a good
subject because it is both one of the largest employers of
low-wage workers and that its relatively homogeneous business
structure allows for straightforward comparisons.

Empirical Economics



Card and Krueger (AER, 1993) RESTAT, 2011)

Empirical Strategy

About Differences-in-Differences in Card and Krueger

e The typical difference-in-difference strategy controls for time-
and group-invariant characteristics via the following
specification:

Yit = a+PoAftery+ 1 Treated;+9 Afteryx Treated;+otherfactors,

Where treated is an indicator for a group affected by some
reform and "after” is an indicator indicating whether or not
the treatment has happened in a given period.

Empirical Economics
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Empirical Strategy

About Differences-in-Differences in Card and Krueger

e Card and Krueger essentially combine this with a
first-differencing approach:

yi1 = a+BoAfter;+ 1 Treated;+3 Aftery x Treated;+otherfactors

—vyio = a+pPoAfterg+ 1 Treated;+ Aftergx Treated;+otherfactors
Ay; = By + 6 Treated;,

Only including some time varying controls that aren’t
differenced out in the final regression.

Empirical Economics
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Descriptive Statistics

TABLE 1—SAMPLE DESIGN AND RESPONSE RATES
Stores in:
All NJ PA
Wave 1, February 15— March 4, 1992:
Number of stores in sample frame:? 473 364 109
Number of refusals: 63 33 30
Number interviewed: 410 331 79
Response rate (percentage): 86.7 90.9 72.5 Q
Wave 2, November 5— December 31, 1992:
Number of stores in sample frame: 410 331 79
Number closed: 6 5 1
Number under rennovation: 2 2 0
Number temporarily closed:® 2 2 0
Number of refusals: 1 1 0
Number interviewed:© 399 321 78
Stores with working phone numbers only; 29 stores in original sample frame had
disconnected phone numbers.
Includes one store closed because of highway construction and one store closed
because of a fire.
“Includes 371 phone interviews and 28 personal interviews of stores that refused an

initial request for a phone interview.
Empirical Economics


Andrew Proctor
Sticky Note
Much smaller response rate in Pennsylvania owing to less call backs.  No good reason for this discrepancy, but Card and Krueger show it does not really matter for results.
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Descriptive Statistics

TABLE 2—MEANs OF KEY VARIABLES

Stores in:
Variable NJ PA t?

1. Distribution of Store Types (percentages):

. Burger King 41.1 443 —@

a

b. KFC 20.5 15.2 1.2
c. Roy Rogers 24.8 215 0.6
d. Wendy’s 13.6 19.0 -1.1
e. Company-owned 341 35.4 -0.2
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Andrew Proctor
Sticky Note
No differences are statistically significant, but keep in mind that the null hypothesis is that there is no difference (which is the condition we want to test).  As such, even differences which are somewhat large but enough to be statistically significant may be reason to expect a difference.

Although the differences in KFC and Wendy's may therefore be suggestive of non-equal distribution of store types, the scope of this difference seems unlikely to have a major effect.


Card and Krueger (AER, 1993) 0 3 2011)

Descriptive Statistics

TaBLE 2—MEANSs OF KEY VARIABLES

Stores in:
Variable NJ PA 2

2. Means in Wave 1:

a. FTE employment 20.4 23.3 - @

(0.51) (1.35)

b. Percentage full-time employees 32.8 35.0 -0.7
(1.3) Q7

c. Starting wage 4.61 4.63 -04
0.02) (0.04)

d. Wage = $4.25 (percentage) 30.5 329 -04
2.5) (5.3)

e. Price of full meal 335 3.04 4.0
0.04) 0.07)

f. Hours open (weekday) 14.4 14.5 -0.3
0.2) 0.3)

g. Recruiting bonus 23.6 29.1 -1.0

Empirical Economics


Andrew Proctor
Sticky Note
Significant different in FTE employment and price of meals.


rd and Krueger (AER, 1993) 1 (RESTAT, 2011)

Descriptive Statistics

TABLE 2-—MEANS OF KEY VARIABLES
3. Means in Wave 2:

a. FTE employment 21.0 21.2 -0.2
(0.52) (0.94)

b. Percentage full-time employees 359 304 1.8
(1.4) 2.8)

c. Starting wage 5.08 4.62 .8
(0.01) (0.04)

d. Wage = $4.25 (percentage) 0.0 253 —

4.9)

e. Wage = $5.05 (percentage) 85.2 1.3 36.1
Q.0 (13)

f. Price of full meal 341 3.03 5.0
(0.04) (0.07)

g. Hours open (weekday) 14.4 14.7 —-0.8
0.2 0.3

h. Recruiting bonus 20.3 234 —-0.6
2.3) (4.9

Empirical Economics


Andrew Proctor
Sticky Note
There is now a sizeable and significant difference in wages, as one might expect.  

Note too that the FTE employment rates have more than the flip-flopped in there respective differences.


Card and Krueger (AER, 1993)
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Descriptive Statistics

TABLE 3—AVERAGE EMPLOYMENT PER STORE BEFORE AND AFTER THE RISE
IN NEw JERSEY MINIMUuM WAGE
Stores by state Stores in New Jersey? Differences within NJ®
Difference, Wage = Wage = Wage> Low- Midrange—
PA NJ NJ-PA $4.25 $4.26-$4.99 $5.00 high high
Variable @ (i) (iii) @iv) ) i) (vii) (viii)
—
1. FTE employment before, 23.33 20.44 —-2.89 Q 9.56 20.08 22.25 —2.69 -217
all available observations  (1.35)  (0.51) (1.44 0.77) (0.84) (11 137 (1.41)
2. FTE employment after, 21.17 21.03 -0.14 20.88 20.96 20.21 0.67 0.75
all available observations ~ (0.94) (0.52) (1.07) (1.01) (0.76) (1.03) (1.44) 127
3. Change in mean FTE -2.16 0.59 2.76 1.32 0.87 -2.04 3.36 2.91
employment (1.25) (0.54) (1.36) (0.95) (0.84) (1.19) (1.48) (1.41)
4. Change in mean FTE —-2.28 0.47 275 1.21 0.71 -2.16 3.36 2.87
employment, balanced (1.25) (0.48) (1.34) (0.82) (0.69) (1.01) (1.30) (1.22)
sample of stores®
5. Change in mean FTE —-2.28 0.23 2.51 0.90 0.49 -2.39 3.29 2.88
employment, setting (1.25) (0.49) (1.35) (0.87) (0.69) (1.02) (1.34) (1.23)
FTE at temporarily
closed stores to 0¢
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Andrew Proctor
Sticky Note
FTE Employment and change in mean FTE employment are significant.


Krueger (AER, 1993) or STAT, 2011)

000
Results

(1a) AE,=a+bX;+cNJ; +¢
or
(1Ib) AE,=da +b'X;+ 'GAP, + ¢

where AE; is the change in employment
from wave 1 to wave 2 at store i, X, is a set
of characteristics of store i, and NJ; is a
dummy variable that equals 1 for stores in
New Jersey. GAP, is an alternative measure
of the impact of the minimum wage at store
i based on the initial wage at that store
(W)
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000
Results

(1a) AE,=a+bX,+cNJ,+¢ O
or
(1Ib) AE;=a +b'X;+ ' GAP, + ¢

where AE; is the change in employment
from wave 1 to wave 2 at store i, X is a set
of characteristics of store i, and NJ; is a
dummy variable that equals 1 for stores in
New Jersey. GAP, is an alternative measure
of the impact of the minimum wage at store
i based on the initial wage at that store
m:



Andrew Proctor
Sticky Note
Two different measures of the affect of the policy change - one that is simply an indicator (which assumes constant effect) and one that attempts to guage the intensity of the effect of the policy change, by measuring how much wages were forced to change.


Card and Krueger (AER, 1993) ortson (RESTAT, 2011)
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Results

TABLE 4—REDUCED-FORM MODELS FOR CHANGE IN EMPLOYMENT

Model
Independent variable (6] (ii) (iii) (iv) W)
(— 1

1. New Jersey dummy 2.33 2.3 — — —

(1.19) (1.20
2. Initial wage gap? — — 15.65 14.92 11.9!@

(6.08) (6.21) (7.39

3. Controls for chain and no yes no yes yes
ownership®

4. Controls for region® no no no no yes

S. Standard error of regression 8.79 8.78 8.76 8.76 8.75

6. Probability value for controls? — 0.34 — 0.44 0.40

Empirical Economics


Andrew Proctor
Sticky Note
Generally significant results for the indicator approach.

Andrew Proctor
Sticky Note
Results are also generally significant for the GAP measure, but become less so when controlling for regions.
The region specific affects is suggestive of time-specific affects/trends in these subregions, which may tend to reduce our confidence in the parallel trends assumptions. 

If these region controls capture these differential trends, then Diff-in-Diff still captures causal effects, but that relies on the strong assumption that the additional controls are correctly specified.
Card and Krueger point towards this not being a major concern because the p-value for the controls is not significant, but one would prefer the effects to be robust to including irrelevant regressors (and note, again, that failing to reject the null of no effect for the region controls is not the same thing as accepting the null).


Card and Krueger (AER, 1993)
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Results
TABLE 5—SPECIFICATION TESTS OF REDUCED-FORM EMPLOYMENT MODELS
Proportional change
Change in employment in employment
NJ dummy Gap measure NJ dummy Gap measure

Specification [0) (i) (iii) (iv)
1. Base specification 2.30 14.92 0.05 0.34
(1.19) (6.21) 0.05) 0.26)

2. Treat four temporarily closed stores 220 14.42 0.04 0.34
as permanently closed® (1.21) (6.31) (0.05) 0.27)

3. Exclude managers in employment 2.34 14.69 0.05 0.28
count® (1.17) (6.05) 0.07) 0.34)

4. Weight part-time as 0.4 X full-time 2.34 15.23 0.06 0.30
(1.20) (6.23) 0.06) (0.33)

5. Weight part-time as 0.6 X full-time¢ 2.27 14.60 0.04 0.17
(1.21) (6.26) 0.06) (0.29)

6. Exclude stores in NJ shore area®| 2.58 16.88 0.06 0.42
(1.19) (6.36) 0.05) 0.27)

7. Add controls for wave-2 interview 227 15.79 0.05 0.40
datef (1. 20) (6.24) 0.05) (0.26)

8. Exclude stores called more than twice 14.08 0.05 0.31
in wave 18 28) (7.11) 0.05) 0.29)

9. Weight by initial employment" — 0.13 0.81
0.05) (0.26)

10. Stores in towns around Newark' @ 33.75 - 0.90
(16.75) 0.74)

11.. Stores in towns around Camden’ 1091 -_ 0.21
(14.09) 0.70)

12. Pennsylvania stores only¥ — -0.30 — -0.33
00 0.74
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Andrew Proctor
Sticky Note
Checks robustness of results for employment to different approaches to converting part-time workers into full-time equivalents.

Andrew Proctor
Sticky Note
Excludes areas where there might be greater cause for concern about the parallel trends assumptions.

Andrew Proctor
Sticky Note
Makes sure that the difference in the callback protocol (addressed earlier) does not affect inference.

Andrew Proctor
Sticky Note
Attempts to reduce possible of differential shocks (ie trends) by focusing only on stores in a smaller area.  Whether or not using a smaller area minimizes or amplifies the effect of differential trends, however, is unclear.
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Results

TaBLE 6—EFFECTS OF MINIMUM-WAGE INCREASE ON OTHER OUTCOMES

Mean change in outcome

Regression of change in
outcome variable on:

NJ PA NJ-PA NJdummy Wagegap® Wage gap
Outcome measure @) (ii) (iii) (iv) (% (vi)
Store Characteristics:
1. Fraction full-time workers® (percentage) 264 —465 7.29 7.30 33.64 20.28
171 (3.80) 4.17) (3.96) (20.95) (24.34)
2. Number of hours open per weekday -0.00 0.11 -0.11 -0.11 -0.24 0.04
0.06)  (0.08) (0.10) (0.12) (0.65) (0.76)
3. Number of cash registers —-0.04 0.13 -0.17 -0.18 -031 0.29
0.0 (010 (0.11) (0.10) (0.53) (0.62)
4. Number of cash registers open -0.03 -020 0.17 0.17 0.15 —-0.47
at 11:00 A.M. (0.05)  (0.08) (0.10) 0.12) (0.62) 0.74)
Employee Meal Programs:
5. Low-price meal program (percentage) —-467 -—1.28 - 3.39@(2.01 -30.31 —-33.15
(2.65)  (3.86) (4.68 5.63) (29.80) (35.04)
6. Free meal program (percentage) 8.41 6.41 2.00 0.49 29.90 36.91
@17 (333) 3.97) (4.50) (23.75) (27.90)
7. Combination of low-price and free —-4.04 -513 1.09 1.20 —-11.87 -19.19
meals (percentage) (198) (311 (3.69) (4.32) (22.87) (26.81)

Empirical Economics



Andrew Proctor
Sticky Note
In contrast to reasonable expectations, stores do not compensate for being forced to provide higher wages by reducing nonwage benefits.  In fact, it would seem that overall NW was estimated to increase its spending on free and low-cost meals.
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Results

TABLE 7—REDUCED-FORM MODELS FOR CHANGE IN THE PRICE OF A FuLL MEAL

Dependent variable: change in the log price
of a full meal

Independent variable @ (i) (iii) (iv) ()

1. New Jersey dummy 0.033 0.037 @ — —
(0.014)  (0.019)

2. Initial wage gap? — — 0.077 0.146 0.063
0.075) (0.074)  (0.089)
3. Controls for chain and® no yes no yes yes
ownership
4. Controls for region® no no no no yes

5. Standard error of regression  0.101 0.097 0.102 0.098 0.097

Empirical Economics


Andrew Proctor
Sticky Note
The price of a meal is estimated to increase by 3.3-3.7% as a result of the change when estimated by the indicator approach.

Results for the GAP measure seem to confirm, but again the controls for region render these effects insignificant, casting doubt on a major channel for explaining why there is an estimated increase in employment.


Card and Krueger (AER, 1993)
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Results

TABLE 8—ESsTIMATED EFFECT OF MINIMUM WAGES ON NUMBERS OF MCDONALD’s RESTAURANTS, 1986-1991
Dependent variable:
Dependent variable: proportional (number of newly opened stores) +
increase in number of stores (number in 1986)
Independent variable (6} (ii) (iii) (iv) W) (vi) (vii) (viii)
Minimum-Wage Variable:
1. Fraction of retail workers 0.33 — 0.13 — 0.37 — 0.16 —
in affected wage range 1986 (0.20) (0.19) (0.22) 0.21)
2. (State minimum wage in 1991)+  — 0.38 — 0.47 — 0.47 —_ 0.56
(average retail wage in 1986)° 0.22) (0.22) (0.23) 0.24)
Other Control Variables:
3. Proportional growth in — — 0.88 1.03 — — 0.86 1.04
population, 1986-1991 0.23) (0.23) (0.25) (0.25)
4. Change in unemployment - — -1.78 —1.40 — -— -1.85 —1.40
rates, 1986-1991 0.62) 0.61) (0.68) 0.65)
5. Standard error of regression 0.083  0.083 0.071 0.068  0.088  0.088 0.077 0.073

Empirical Economics
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Results

General Thoughts

e What are the assumptions necessary for the identification
strategy to work?

e Condition on controls used in a given specific, there should be
nothing differently happening in New Jersey compared to
eastern Pennsylvania that affects the changes in employment
from period 1 to period 2.

e |s this believable?

Empirical Economics
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Results

General Thoughts

e What are the assumptions necessary for the identification
strategy to work?

e Condition on controls used in a given specific, there should be
nothing differently happening in New Jersey compared to
eastern Pennsylvania that affects the changes in employment
from period 1 to period 2.

e |s this believable?

e Not completely, but maybe. | would certainly be concerned
though that even though the recession going on at that time
can have largely varying affects. The fact that the regional
indicators were significant implies there were different regional
trends (even within states). But | am not convinced that just
these indicators captures the heterogneiety between regions
across time.

Empirical Economics
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Results

General Thoughts

e Another implicit assumption is that the minimum wage
change in New Jersey doesn’t affect employment in
Pennsylvania. Is this a safe assumption?

Empirical Economics



rd and Krueger (AER, 1993)

Results

General Thoughts

e Another implicit assumption is that the minimum wage
change in New Jersey doesn’t affect employment in
Pennsylvania. Is this a safe assumption?

e Maybe not. To the extent that Card and Krueger's point is
true that New Jersey is near and closely related market to
eastern Pennsylvania, some workers might choose to work in
NJ rather than PA. And the minimum wage may affect labor
supply at a given price in Pennsylvania as well.

Empirical Economics
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Introduction

Introduction

“Mortality Risk and Human Capital Investment:
The Impact of HIV/AIDS in Sub-Saharan
Africa”

Jane G. Fortson

Review of Economics and Statistics (2011)

Empirical Economics
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Introduction

What is the general topic that Fortson is interested in?

e Forston is ultimately interested in the effect of HIV/AIDs on
economic growth, but here looks at the possible channel of
schooling.

What is the specific research question addressed in this analysis?
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Introduction

Introduction

What is the general topic that Fortson is interested in?

e Forston is ultimately interested in the effect of HIV/AIDs on
economic growth, but here looks at the possible channel of
schooling.

What is the specific research question addressed in this analysis?

e How does HIV prevalence affect the household choice to
invest in schooling?

Empirical Economics
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Introduction

Introduction ctd

What is the reason Fortson proposes in her model for why HIV will
affect the level of educational investment?

Empirical Economics
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Introduction

Introduction ctd

What is the reason Fortson proposes in her model for why HIV will
affect the level of educational investment?

e Fortson notices that by reducing expected longevity,
HIV/AIDs should reduces the lifetime expected returns to
educational investment.

What data is used for this research?

Empirical Economics
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Introduction

Introduction ctd

What is the reason Fortson proposes in her model for why HIV will
affect the level of educational investment?

e Fortson notices that by reducing expected longevity,
HIV/AIDs should reduces the lifetime expected returns to
educational investment.

What data is used for this research?

e Representative cross-sections from Demographic and Health
Surveys in 15 Sub-Saharan countries, capturing adults aged
15 to 49 over birth cohorts 1952 to 1991.

Empirical Economics
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Introduction

Source of 'ldentification’

What are the basic features of Fortson'’s dataset that she argues
allows her to estimate the effect of HIV/AIDs prevalence on
educational investment?

Empirical Economics
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Source of 'ldentification’

What are the basic features of Fortson'’s dataset that she argues
allows her to estimate the effect of HIV/AIDs prevalence on
educational investment?

1 HIV/AIDs became much more prevalent after roughly 1980.
Using the difference-in-difference strategy, Fortson is able to
control for anything that affects educational investment across
cohorts, but is fixed within countries. Morever, differencing
further allows Fortson to control for anything that varies
across time, but is common across countries.

2 As Forton notes, ‘This approach amounts to assuming that
HIV had no effect on the educational outcomes of cohorts
born before 1980 and a constant effect on cohorts born in or
after 1980.

Empirical Economics
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Descriptive Statistics

—\
Tabte | —ReGoNAL HIV PREVALENCE 1N SURVEY YEAR: DETAILED SUMMARY STATISTICS |Q|
Regional HIV Prevalence BF M c1 ET GH GN “—=E LS
Mean 175 527 4.09 142 213 151 674 2335
Standard deviation 113 267 131 097 0.90 053 414 367
25th percentile 113 197 337 073 112 116 487 2070
Median 1.66 470 37 141 226 1.63 526 2320
75th percentile 226 7.97 5.46 174 267 176 599 2547
Observations 14 12 1 1 10 8 8 10
Regional HIV Prevalence MW ML NI RW SN TZ ™ Total
Mean 1164 172 069 298 071 6.85 1533 494
Standard deviation 657 0.55 041 146 057 326 494 431
25th percentile 644 155 045 217 040 488 1121 174
Median 804 174 052 275 064 651 1536 372
75th percentile 1756 213 104 331 070 734 19.93 652
Observations 3 9 8 12 1 21 9 157
Results are from the DHS for Burkina Faso (2003, BF), Cameroon (2004, CM), Cote d'Ivoire (2003, CT), Ethiopia (2005, ET), Ghana (2003, GH). Guinea (2005, GN), Kenya (2003, KE), Lesotho (2004, LS).
Malawi (2004, MW), Mali 2001, ML), Niger (2006, NIj, Rwanda (2005, RW), Senegal (2005, SN}, Tanzania (2003, TZ), and Zambia (2001/2002, ZM). The table show s detailed summary statistics for the regional
HIV rae in the survey year, expecased in perecatage poirts, The st of ohaccvation i & region, Thaas HIV rates are caeulated o the DHS HIV data using a sample thal incliies mce and Woroen aged 15 10 49,
weightd using appropriste HIV sacaple weights. I cae lating tcarnacy staisics for-a g Y, regien ohbecvations are weighted by he A of the houaenld sample weights, I caeulating sononicy satistics
oversll, these weights e adjusted by pogulatien

Empirical Economics


Andrew Proctor
Sticky Note
HIV is shown to be a major problem with widely varying prevalence rates in the sample.
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Descriptive Statistics

TaBLE 2.—SaMPLE CHILD CHARACTERISTICS: SUMMARY STATISTICS
N Mean Standard Deviation
Regional HIV prevalence 165,660 4178 4.658
in survey year
Years behind grade for age 163,616 2712 2.065
Year of birth 165,660 1994 2603
Female 165,645 0490 0500
Rural 165,660 0.789 0408
Burkina Faso 165,660 0.048 0214
Cameroon 165,660 0.057 0231
Cote d’lvoire 165,660 0.023 0.151
Ethiopia 165,660 0270 0.444
Ghana 165,660 0.076 0264
Guinea 165,660 0.035 0.184
Kenya 165,660 0.117 0322
Lesotho 165,660 0.006 0.079
Malawi 165,660 0.046 0.210
Mali 165,660 0.040 0.197
Niger 165,660 0.046 0210
Rwanda 165,660 0.032 0.175
Senegal 165,660 0.038 0.191
Tanzania 165,660 0.127 0.333
Zambia 165.660 0.038 0.192

Empirical Economics
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Descriptive Statistics

TasLe 3.—SampLE ApuLtT CHARACTERISTICS: SUMMARY STATISTICS
N Mean Standard Deviation
Regional HIV prevalence 304,084 4.479 4.658
in survey year
Years of schooling 302,495 4.426 4.382
Years of schooling > 0 302,495 0.617 0.486
Completed primary school 302,747  0.385 0.487
Year of birth 304,084 1976 9.639
Female 304,082 0.525 0.499
Rural 304,084 0.697 0.459
Burkina Faso 304,084 0.044 0.205
Cameroon 304,084  0.060 0.237
Cote d'Ivoire 304,084 0.078 0.268
Ethiopia 304,084  0.237 0.425
Ghana 304,084 0.074 0.262
Guinea 304,084 0.029 0.168
Kenya 304,084  0.124 0.330
Lesotho 304,084  0.008 0.087
Malawi 304,084 0.041 0.199
Mali 304,084 0.035 0.183
Niger 304,084 0.034 0.181
Rwanda 304,084 0.033 0.178
Senegal 304,084 0.041 0.198
Tanzania 304,084  0.125 0.331
Zambia 304,084 0.037 0.189
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Main Regression

Sier = Bo + BLHIV, x I(c > 1980) + ByFicr

(4)

b Byruralicy + v, + 0 + e,
where S, is an educational outcome for respondent i in
cohort ¢ and region r, HIV, is HIV prevalence in region
r (survey year), /(¢ = 1980) is an indicator for whether
cohort ¢ was born in or after 1980, F,., is an indicator
for whether respondent i in cohort ¢ in region r is female,
rural;., is an indicator for whether respondent i in cohort ¢
in region r is in a rural area, vy, is a fixed effect for birth
cohort ¢, and o, is a fixed effect for region r. v, allows for a
flexible trend in educational outcomes over time, and o,
accounts for underlying differences in educational out-
comes across regions of residence. (Note that the level
effects of current HIV rates will be absorbed by the region
indicators.)
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Main Regression

FiGure 2 —IMFFERENCE-IN- DIFFERENCES SCATTER PLOT

= T T

T
0 1 20 M
Regiona HIV Prevalenee (Survey Year)
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Andrew Proctor
Sticky Note
Although the regression 'line of best fit' suggests a negative relationship between schooling and HIV prevalence, the mass of points in the ~0 to 1 range for higher prevalence rates makes this not an obvious conclusion.
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Main Regression

TaeLE 4 —DwrrerENCE-IN-DiFFER ENCES REGRESS1I0N: POOLED
(1) (2) (3)
Years [_‘iaars =1 Primary
Regional HIV prevalence —0.053% @ 0.006+ —0.008*
* Post-1980 Cohort (0.021) (0.002) (0.002)
Rural ~2.665% —0.194* ~0.270*
(0.261) (0.025) (0.026)
Female —1.285* —0.142% =0.112*
(0.079) (0.018) (0.007)
Additional controls Region FEs, birth year FEs
Sample Ages 1549, most recent wave
Observations 302,494 302,494 302,745

Empirical Economics


Andrew Proctor
Sticky Note
HIV is prevalence is estimated to have a significant, negative effect on education.


Fortson (RESTAT, 2011)

Robustness Checks

TasLe 5.—RoBus™NESS CHECK: ALTERNATE TiME PaTHS P
u) Q 2) Q 3
Years of Schooling Exclusion Oster UNAIDS
Regional HIV Prevalence —0.084*
» Post-1985 Cohort (0.030)
Childhood regional HIV —0.099*
prevalence (Oster Imputation) (0.046)
Childhood regional HIV —0.067*
prevalence (UNAIDS Imputation) (0.023)
Rural =2.571% =3.051% —2.738%
(0.247) (0.350) (0.306)
Female —1.328% =0.976% —0.982%
(0.078) (0.124) (0.107)
Additional controls Region FEs, birth year FEs Region FEs, birth year FEs Region FEs, birth year FEs
Sample Ages 15-49 and (year of birth < 1970 Ages 1549, most Ages 15-49, most
or year of birth > 1985), most recent wave recent wave recent wave
Observations 163,917 130,716 125,654

Empirical Economics


Andrew Proctor
Sticky Note
Fortson performs a number of tests to make sure her results are being driven by methodological assumptions or other pathways.

The exclusion column checks whether strong assumptions about HIV rates and its effects in the period of the 70s and early 80s could affect the results.

Andrew Proctor
Sticky Note
Columns 2 and 3 also tries to reduce measurement error relate to HIV prevalence rate by imputing actual cohort-specific prevalence rates using two data sources.
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Robustness Checks

TasLE 6 —RoeusTreSs CHECK: DiFFERENCES PrIOR TO ARFFECTED TIME PERIOD

Ol 2) (3)
Years Years = () Primary

Regional HIV prevalence 0.021 —0.002 0.001
» Post-1970 Cohort (0.012) (0.001) (0.001)
Rural —2.636% —0.186% —0.240*
(0.249) (0.023) (0.023)
Female —1.584% —0.157* —0.141*
(0.080) (0.018) (0.007)

Region FEs, birth year FEs
Ages 1549 and year of birth < 1980,
most recent wave

165,897 170,095

Additional controls
Sample

Observations 169,897

Empirical Economics


Andrew Proctor
Sticky Note
Here, Fortson checks whether her results could be spurious by testing for the affect on a 'placebo' group - the pre-1980 cohort who are assumed to have not been affected by HIV prevalence.
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Robustness Checks

TapLe T.—SensrmviTy Anavysis: MiGraTion anp MorTavmy
o L @ 3)

Years Years = () Primary

Regional HIV Prevalence —(0.032% —0.001 —0.008*
» Post-1980 Cohort (0.016) (0.002) (0.002)

Rural ~2.578% =0.193* —(.298*

(0.303) (0.037) (0.035)
Female —(.879* =0.117* —0.075%

(0.112) (0.021) (0.011)
Additional controls Region FEs, birth year FEs, wave FEs
Sample Ages 1525, multiple waves
Observations 234812 234,812 234,908

Empirical Economics


Andrew Proctor
Sticky Note
In this table, Fortson checks whether her results could be confounded by migration that is correlated with both HIV prevalence and schooling.  She does this by limiting her sample to younger individuals aged 15-25, who may be expected to more likely to reside in the area where they were as a child.
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Robustness Checks

TasLE 8. —CHANNELS: ORPHANHOOD
(1) @ |CD
Years Behind Grade-for-Age Full Sample No Orphars
Regional HIV Prevalence 0.070* 0075*
» Post-1992 Cohort (0.012) (0.013)
Rural 0.916* 0.929+
(0.071) (0.074)
Female 0.033 0.035
(0.034) (0.033)
Additional controls Region FEs, age FEs, Region FEs, age FEs,
birth year FEs birth year FEs
Sample Ages T-14, most Nonorphans, ages
recent wave 7—14, most recent
wave
Observations 161,250 136,550

Empirical Economics


Andrew Proctor
Sticky Note
An alternative reason for the document effected (instead of deciding to invest less because lower expected life span) is the fact that orphans are likely to have worse educational inputs.  Fortson tries to ensure her results are not driven by this alternative mechanism by omitting orphans from her analysis.
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Robustness Checks

TaBLE 9 —CrHanneLs: DiFrFereNcES By Sex

oL @ 3)
Years Years = () Primary
Regional HIV Prevalence —0.103* —0.010% —0.011*
% Post-1980 Cohort x Male (0.015) (0.002) (0.002)
Regional HIV Prevalence —0.003 —0.001 —0.003
* Post-1980 Cohort (0.017) (0.002) (0.001)
Rural ~2.661* —0.193* —0.270%
(0.262) (0.025) (0.026)
Female —1.479% —0.161* —0.133*
(0.078) (0.019) (0.007)

Additional controls Region FEs, birth year FEs

Sample Ages 1549, most recent wave

Observations 302,494 302,494 302,745

Empirical Economics


Andrew Proctor
Sticky Note
Another possible mechanism that would explain the results is a direct effect on educational provisioning.  If Fortson's results were explained by this phenomenon, then she hypothesizes this should affect males and females equally, since both had roughly equal access to educational provisioning in this context.
Since men are instead estimated to have a more sharply negative effect, this is not consistent with the educational provisioning hypothesis, but is instead more consistent with the expected earnings optimization mechanism (since men are expected to work more over their lifespans).
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